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Chapter 1

Introduction

The field of Topological Data Analysis (or Computational Topology) has received
a lot of attention in the scientific community during recent years. This is due
mainly to its robustness to noise and its versatility in being applied to different
contexts. Specifically the concept of Persistent Homology has been applied to
many areas, from ecology [1] to image processing [2]. In combination with Ma-
chine Learning, TDA can be a powerful tool. The broad objective of this thesis is
to continue venturing into the research of image segmentation performed with
Persistent Homology such as [3] [4] and [5].

Additionally, in the field of biomedicine, investigations into mitochondrial func-
tion and damage to the organelle have been found to be correlated to the presence
of disease [6], [7]. In cancer, the role of mitochondria has been highlighted to be
manifold [8]. Mitochondria are organelles than can change shape and distribu-
tion inside the cell. It has been shown that there exists a considerable amount of
communication between mitochondria and the nucleus of a cell [9]. This commu-
nication may lead to an alteration on one organelle when the other also becomes
altered [10]. Damage in both structures can contribute to the progression and
metastasis of cancer [11]. A first step towards studying the communication and
deformation between these organelles is performing a segmentation of the two.
HeLa Cells are an immortalized line [12] of cells derived from a culture of a
now-diseased cervical cancer patient called Henrietta Lacks. These cells have
been extensively used for research purposes in cancer [12] [13].

It is with the knowledge presented in the previous paragraphs in mind that the
segmentation tests of the developed PH algorithms will be applied to a set of



images of HelLa cells obtained with an Electron Microscope.

Electron Microscopy presents a unique challenge when performing segmenta-
tion. While it is able to produce images at a much higher resolution than conven-
tional fluorescence-based imaging techniques - thus being able to capture details
in the cells and its organelles; it sacrifices contrast, making segmentation with
traditional techniques much harder. Additionally, the complex nature of the or-
ganelles inside the cell, as captured by the Electron Microscope, make it hard to
capture the shape of the structures.

The main goal of the thesis is to develop an algorithm based on Persistent Ho-
mology in combination with traditional image processing methods to segment
the mitochondria found in the HeLa cell image-set. This test presents the process
through which three different algorithms were created to tackle this goal. These
algorithms (or models) are the following;:

1. Based on Persistent Homology and Machine Learning.
2. Uses only traditional Image Processing techniques.
3. Combines the two previous ones into a Hybrid Algorithm.

Chapter 2 presents an overview of knowledge and theory that will permit the
reader understand the following chapters. This is not a comprehensive review
of theory as it is assumed the reader is at least familiar with basic concepts of
Topology, Machine Learning, and Image Processing.

Chapter 3 presents some studies which are similar to the research performed
in Chapter 4. In this Chapter, the gaps in research are also presented and the
reasons behind moving forward with the main body of work in the thesis are
highlighted.

Chapter 4 contains the main research. Section 4.1 presents the dataset used to
fit the models presented in Section 4.2. In this Section, the three previously
mentioned algorithms are presented in detail, and an additional Deep Learning
model known as MitoNet is also presented. This model represents the current
state of the art in electron microscopy image segmentation.

Chapter 5 compares the performance of the segmentation made with all four
segmentation algorithms against each other and against a human-made Inter-
Observer segmentation, thus providing a fair comparison point.

Chapter 6 shows an application of the best-performing segmentation algorithm



- in this case, MitoNet. The model is used to segment mitochondria from the
cells in the stack of images, and a separate Image Processing procedure is used
to extract deformations known as invaginations from the nuclear envelope. The
relationship between the shape and size of the nucleus, cytoplasm, and mitochon-
dria are compared by using a statistical metric known as the Pearson Correlation
Coefficient.

Finally, Chapter 7 discusses the results shown in Chapters 5 and 6, diving into
greater detail about the findings, consequences, and future research directions.



Chapter 2

Theoretical Framework

In this chapter, the concepts and theory behind the research is presented. The
chapter is divided into three sections:

¢ The first section focuses on biomedical images, and provides some back-
ground on the biology of cells, this is done so the reader can understand
the full picture behind the research that was performed.

* The second section presents the types of image segmentation and a few
traditional and recent methods for performing the segmentation task.

* The last section is all about TDA. The way this section is written is targeted
towards readers with a slight mathematical background, since the concepts
are not explained in full detail.

2.1 Imaging of HeLa Cells

Imaging is widely used in medicine for aiding in diagnoses and prognoses. CT
scans, MRI’s, microscopes and other machines are employed to take images of
bone and organ tissue, cancerous and healthy cells, etc. This thesis focuses on
images of HeLa Cells obtained through EM. HeLa Cells are an immortalized line
[12] derived from a culture (extracted without permission) of a now-diseased
cervical cancer patient called Henrietta Lacks. These cells have been used widely
for research purposes [12] [13] as they are extremely durable.

EM produces grayscale images, with low contrast but high resolution. Herein lies



the problem that this project aims to tackle. Current methods rely on brightness
of pixels to perform the segmentation, thus, higher contrast on images leads to
an easier or more successful algorithm. Recent advances in CNN’s have yielded
algorithms which are better at segmenting all organelles of cells in EM images
[14]. These recent works will be presented in the following chapter.

In this work, the main focus of segmentation is the mitochondria of the HelLa
cells. A mitochondrion is an organelle whose main function is producing adeno-
sine triphosphate (ATP). This is the primary source of energy for cells and is
used for most biochemical and physiological processes, such as growth, move-
ment and homeostasis [15].

2.2 Machine Learning

Machine Learning is a very large field of study that is concerned with using
statistical and optimization methods to study datasets and find patterns that
generalize to previously unseen datasets. The basic idea behind machine learning
is to get an algorithm to learn to perform tasks without explicitly programming
the instructions to do so [16]. In this section two machine learning algorithms are
presented in detail (Classification Trees and Random Forest Classifiers) as they
form an integral part of the final algorithm developed in this work. Meanwhile,
a few more are introduced with a less thorough explanation.

2.2.1 Classification Trees

Classification trees refer to a set of machine learning methods which partition
the feature space into a set of rectangles to fit a simple model [17]. Consider a
problem with response variable Y which can take any of 5 values Y1, Y, Y3, Y4, Y5
(5 classes) and has inputs X; and Xj, each taking values in [0, 1]. Visually this is
represented in Figure 2.2.1 (a). It is clear to see that the target partition cannot
easily be described by simple conditions like X; > c. Tree-based methods aim to
obtain partitions by recursively split regions in two like shown in Figure 2.2.1 (b).
In the example, the feature space is first partitioned at X, = ¢;; then the resulting
region above the threshold is partitioned at X; = t», and finally at X; = t4; the
region below t; is partitioned at X; = t3. This process results in the feature
space partitioned into corresponding regions called Rj, Ry, R3, R4, and Rs. The



regression model is given as the following predictor function:
f(X)=Y;, if X € R,

The more common binary tree representation of these methods is shown in Fig-
ure 2.2.1 (c). This way of showing the partition is much more intuitive.

t, t,

R4 R, R,
Y YZ True | False
1 n ~ -
X X Yo Y3 | Y;
2 Y, 2 True |False True | False
t
Rs. Ry . Y,
Y4 Ys Y4 YS
X1 b X1 Y, ?3
(a) (b) (c)

Figure 2.1: (a) The target partition of the feature space. (b) An example of a
partition obtained by the classification tree method. (c) The partition represented
as a decision tree.

The question that remains is how to grow the tree by choosing the splitting
variable and splitting point. Let m be a node representing a region R, with
N, observations. To grow a tree, the algorithm seeks to minimize the Gini index
given by:

K
Y Puk(1 = k),
k=1

where K is the total number of classes and p,, is the proportion of observations

of class k in node m: .

Pk = 57~ 2 1y =K.
M x,eRyy
The algorithm is greedy in the sense that to choose the variable j and split point
s to create the region R, all possible pairs are tried and the one that minimizes
the Gini index shown above is chosen to create the node. The process is repeated
with the two newly created regions.



Pruning

Once a tree is fully grown, it is usually a good idea to "prune" the tree. This
means to remove nodes in order to avoid overfitting to the training data. This is
done by minimizing a cost-complexity measure - some function which quantifies
the balance between the simplicity of the model and how good it fit to the training
data. For a given terminal node m, representing a region R,;:

LS Iy £ k(m)),

m icR,,

which is simply the ratio of incorrect classifications of the training samples for
the given node m.

2.2.2 Random Forest

A Random Forest Classifier is part of a large number of methods called Bag-
ging (Bootstrap Aggregating) that involve training multiple models on random
subsets of data and aggregating their predictions (usually through averaging or
voting). The basic idea is simple:

1. Choose a random subset S of the training data.
2. Use S to grow a decision tree using a subset of the variables.
3. Repeat from step 1 an appropriate amount of times.

A new data point is run through all the created decision trees that were grown,
and each assigns a label to the data point as if "casting a vote’. The label with the
most votes is the label that is assigned to the data point.

2.3 Image Segmentation

Image segmentation is one of the most important tasks in image processing. The
goal of image segmentation is to simplify a given image in order to analyze it.
This is done by dividing the image into different regions [18]. The task of image
segmentation can be divided into two main types: Semantic Segmentation and
Instance Segmentation. The main difference lies in whether segmented objects
are grouped with others or not. This is explained in further detail below:



* Semantic Segmentation: each pixel of the image is simply assigned a class
out of a given number of possibilities. For example, in Figure 2.2, taken
from [19], the people in the image are all grouped into one class, the table
and everything on it gets assigned a class of its own.

¢ Instance Segmentation: identifies individual instances of the same class.
For example, in Figure 2.2, each person has been identified as a separate
object.

i [} 5]

Figure 2.2: Left: Semantic Segmentation. Each different part of the cell is given
a certain class (represented by the colors). Right: Instance Segmentation. Each
different instance of the parts is given a different color. Notice the difference in
the multiple colors given to the mitochondria.

In [19], image segmentation techniques are classified into the following cate-
gories:

¢ Thresholding methods: these methods simply consist in defining one or
multiple thresholds for pixel-values such that those pixels that fall within a
threshold can be considered as belonging to a given class. Thresholds can
be variable over the image. A well-known thresholding method is Otsu’s
method [20]. This example is used to essentially separate the foreground
from the background in an image.

¢ Edge-based methods: edges are detected by taking advantage of the quick
change in intensity in neighboring pixels, they are then connected, this

8



process yields boundaries of objects in an image. The boundaries segment
the image into various regions.

Region-based methods: regions are segmented by the properties they present.
There are two main ways to perform this type of segmentation:

1. Region growing takes seeds (single pixels) in an image and begins
"growing" the region around the pixel by determining if neighboring
pixels are similar enough.

2. Splitting and merging first divides an image into many regions, then,
adjacent regions are combined if they are similar enough.

Clustering-based methods: there is a large area of research on clustering
data. If the image is viewed as a point-cloud directly or features of each
pixel are extracted to map onto a point cloud, all the theory behind data
clustering can be applied. The two main branches are Hard Clustering,
where pixels are assigned to only one class; and Soft Clustering, where
pixels can be in multiple classes at once with a certain degree of belonging.

A popular clustering method is k-means clustering [21], in which k centers
are initially chosen (manually or at random) and will then move around
the point cloud at each iteration - always looking to minimize distances
between the points and the centers, and the variances within clusters.

Watershed-based methods: these methods draw parallels between the im-
age and the physical world. They are easily explained by an analogy: the
intensity of pixels are seen as "height above the ground", thus, if one were
to place water over a pixel, the water would flow down to a local minimum
(a valley) - all pixels whose flow of water ends up at the same valley are
considered as the same region.

PDE-based / Variational methods: they take advantage of mathematical
theory developed for solving Differential Equations (either numerically or
analitically). They generally consist in defining a PDE over the domain of
the image and solving it. A lot of differences exist in the way the initial
PDE is defined, as they can involve the Total Variation, a diffusion filter,
and more.

ANN-based methods: by far the most popular segmentation algorithms
used recently to segment medical images, ANNs and CNNs can be trained
with enough training examples to extract the features of an image and to



perform the segmentation. The invention of the U-Net [22] was a milestone
in medical image segmentation and resulted in a quick advancement of
precision and accuracy for performing this task.

2.4 Topological Data Analysis

Topological Data Analysis is the collection of statistical methods that are used to
find structure in data. TDA is a large field that encompasses many concepts but
this section focuses mainly on the concept of Persistent Homology. Additionally,
some concepts related to PH will not be defined here as this section does not aim
to be a rigorous or comprehensive review of PH, the concepts defined and ex-
plained in this section are enough for the reader to understand the mathematical
theory behind the research performed in the following chapters. All definitions
are taken from [23], [24] and [25].

24.1 Homology

The homology of a topological space is a set of topological invariants. These
invariants essentially form a characterization of the topological space through
the k-dimensional Betti numbers Bx. Each number i counts the number of k-
dimensional holes. Each k-dimensional hole is understood, informally, as cycles
which are not the boundary of a k + 1-dimensional subset of the topological
space. In simple terms this means that ¢ counts the number of connected com-
ponents, B counts the number of ‘loops’, 2 counts the number of ’cavities’,
etc. This is better illustrated with an example. Consider the hollow sphere in
Figure 2.3 (a). This set is exactly one connected component, so Bgp = 1; it has
no 1-dimensional holes, so f1 = 0 !; it contains exactly one cavity, so f, = 1.
Similarly, if we consider the torus in Figure 2.3 (b), the Betti numbers in this case
yield: Bo = 1, B1 = 2, B2 = 1. The difference between the two shapes being the
number of different 1-dimensional holes on each (the two 1-D holes on the torus
are shown in red and blue).

IThe cycle drawn in black is the boundary of a hemisphere; thus it is not a hole. Any cycle on
the sphere forms a boundary of a section of the sphere, thus cannot be considered holes.

10
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(a) (b)

Figure 2.3: (a) A sphere’s Betti numbers are: fp =1, f1 =0, B2 = 1. (b) A torus’
Betti numbers are: Bop =1, f1 =2, 2= 1.

2.4.2 Simplex and Simplicial Complex

A k-simplex can easily be understood as the k-dimensional generalization of a
triangle: a 0-simplex is a point, a 1-simplex is a line segment, a 2-simplex is a
triangle, a 3-simplex is a tetrahedron, etc. More specifically, a k-simplex is the
convex hull of its k + 1 vertices, this essentially means that a simplex has to be
"filled in". To illustrate this, consider Figure 2.4 (a) and (b): the first can be
thought of as a set of three 0-simplices (vertices), three 1-simplices (edges) and
zero 2-simplices (no triangles); whereas the second can has exactly the same 0-
and 1-simplices but with the difference that there is a 2-simplex present in the
set. Moreover, we say that a simplex F is a face of another simplex S if F is the
convex hull of a nonempty set of the points that define S. In Figure 2.4 (b) the
2-simplex (triangle) has three 1-faces.

(a)

Figure 2.4: (a) The diagram shows a set that includes three 0-simplices (points),
three 1-simplices (edges) and no 2-simplex. (b) In contrast to (a), this set includes
the same 0- and 1-simplices but additionally includes one 2-simplex; shown by
filling in the void inside the triangle.

11



A simplicial complex X is a set of simplices such that for every simplex S in %,
the faces of S are also in . Figure 2.5 shows an arbitrary example of a simplicial
complex.

Figure 2.5: The diagram shows a simplicial complex.

2.4.3 Filtration

A filtration F of a space S is a sequence of subspaces (Si) such that S; C S;
for all i < j. As an example, take the Simplicial Complex ¥ shown in Figure
2.5; a filtration of X can be created by adding points from left to right, adding
edges when the two points between them exist and adding triangle faces when
the three edges that define its boundary exist. This is shown in Figure 2.6.

2.4.4 Persistent Homology

Persistent Homology can be simply thought of as keeping track of how a the
topology of a space S changes through a filtration of it. This general definition
applies to any filtration of any topological space. However, in the context of
TDA it is mostly applied to filtrations of simplicial complexes. In practice, a
simplicial complex is formed through connecting points by varying a distance
parameter (like the Vietoris-Rips Complex); on images, a filtration can be built
by thresholding at different brightness values, etc.

12
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(a) (b) c)
S4 SS SG
(d) (e) (f)

Figure 2.6: (a)-(f) show an example of how a filtration of ¥ = Sg is made by
adding vertices from left to right. Whenever two vertices of an edge (which exists
in ¥ are present in the subspace Si, the edge is added. Similarly, for triangles
that are present in %, if their three edges are present in a given subspace Sy, the
triangle face is added.

13



Chapter 3

Previous Works

Understanding the context of existing research is crucial for performing new
research and situating it within the academic landscape. In this chapter, a com-
prehensive review of primary studies similar to the work done as part of this
thesis are presented. By examining these studies, the main reason for perform-
ing the research in upcoming chapters is highlighted as gaps in the current state
of the art are found and discussed. The compilation of the previous studies
demonstrates the relevance and contribution of this study to the field.

3.1 Systematic Review Process

The studies presented in Section 3.2 were found following a Systematic Review
process. The guidelines in [26] were followed in order to perform the review.
Before identifying the research that will be included in the review, it is first nec-
essary to have a clear goal or question that must be answered from this process.
The main research question is the following;:

"How well have TDA tools (mainly Persistent Homology) aided in image processing
tasks, what are the main tasks it has been applied to (segmentation, classification, etc),
and what are some areas still left to explore with these tools?”

This overarching question can be split into three "sub-questions":

1. How succesful have TDA tools been when applied to image segmentation / clas-
sification / denoising / registration? (Have they improved upon the state of the
art?)

14



2. What types of imaging data are predominantly processed using TDA?
3. What are some gaps that are still to be explored / researched?

Now that the research questions have been decided upon, the review must be
conducted. Broadly, the steps followed for conducting the review are as fol-
lows:

1. Identification of research - in this step all the studies that are related to the
research question are identified. It is during this step that an online search
for papers is usually performed using a well-crafted search string. In this
study, the database that was used to find such papers was PubMed where
the following search string was used:

("Topological Data Analysis" OR "Persistent Homology" OR
"Computational Topology")
AND
("microscop*"' OR "medical imag*" OR "biomedical imag*")
NOT
Review

The first parenthesis is used to find all studies that talk about TDA. This
field is sometimes called Computational Topology and many times the
words Persistent Homology are used without mentioning the field of TDA.
Other concepts pertaining to TDA are sometimes used without mentioning
the field, such as Reeb Graph, and Morse Theory. However, there are many
such concept that covering them all in a single search string would be an
impossible task, and more importantly, they are not very relevant to this
thesis as PH is the most important part of TDA used in this work. The sec-
ond parenthesis, together with the first, aims at finding studies that used
TDA to perform some kind of medical/biomedical image analysis. Finally,
the exclusion of the word "Review" is done in order to find only primary
studies.

2. Selection of studies - not all the scientific papers found in the initial search
will be relevant to the review. Thus, inclusion and exclusion criteria must
be used to select those which are. The following criteria were used:
Inclusion:

* Primary research articles published between 2010 and 2024 (inclusive)

in specialized journals.

15



Exclusion:

Articles not focusing on image analysis.

Articles not including some aspect of TDA or PH for a key step in the
analysis.

Articles not using medical images.

Duplicate articles.

3. Assessment of study quality - this step is presented by Kitchenham et al. in
the previously mentioned guidelines [26] but in this process is not explicitly
followed, as the initial number of studies found is low. All peer-reviewed
papers were assumed to be of sufficient quality to include in the final list of
articles.

4. Data extraction - when reading through each article, the following quan-
titative data was extracted in order to have statistical information on each
field for the papers:

* Type of Image Processing - studies are categorized by the task of im-
age processing that is performed; classification, segmentation, or more
broadly, some type of analysis.

* Type of Image Data - the types of the images or acquisition techniques
are also registered for each article. Some examples include but are not
limited to Bright Field Images (BFI), CT Scans, Microscopy, MRIs.

* Requirement of Staining - a large part of the problem for the segmen-
tation of EM images is that minimal staining is required to obtain the
images. Thus, in order to compare the research performed here with
the current state of research, these data were also extracted from the
articles found.

Qualitative data were also extracted from each paper. The following points
were qualitatively summarized:

* Successful or not - when comparing against more traditional state-of-
the-art methods, did the proposed methodology perform better ac-
cording to standard metrics? A synthesis of these results was created
for each study.

16



* Summary of methodology - a brief summary of the methods shown in
each paper was created.

3.2 Studies

In this section, the most relevant studies that closely resemble the research per-
formed in this project are presented together with a brief summary of their
work.

¢ In [4], tumors are segmented from large histological Whole Slide Images
(WSI). The results are obtained by splitting the WSI into patches, then each
patch is classified as tumor or not. Classification is done by first extracting a
feature known as Persistent Homology Profile (PHP). By first thresholding
the patches with different t values, from 0 to 255 and calculating the first
two Betti numbers (B, B1) at each t. The function of Betti numbers versus
t is known as the PHP. Finally, a k-NN procedure is done against the PHP
of previously found exemplar images to perform the classification.

This article is presented first as the algorithm developed in it acts as the
base for the methodology that is shown in Chapter 4.

¢ In [27] Persistence Homoology is used to draw a persistence diagram from
an image by drawing a parallel between voxels at a given brightness value
and simplicial complexes. As a brightness threshold changes, the filtra-
tion is built. Using the persistence diagrams for a given segmentation,
a topological loss function is defined as the distance from the predicted
persistence diagram to the target persistence diagram. This loss function
is summed with the Dice score and a customized cross-entropy function
known as DeepVess to yield the complete loss function used to train the
Neural Network.

This article is very relevant to the methodology in this project because it is
the only article that was found to use PH to aid in performing segmentation
On microscopy images.

¢ [28] and [5] showcase techniques to perform segmentation on histological
images. The process is done by ’dismantling” each individual image ac-
cording to the brightness value of the pixels into a sequence of images. An
inclusion tree, and, subsequently, a filtration is built by focusing on the con-
nected components of each resulting image. Then, persistence is calculated,

17



noise is removed and a region growing procedure is applied to finalize the
segmentation process.

* The authors in [29] developed two feature-extraction modules based on
persistent homology that are used to guarantee both topological correct-
ness and pixel-wise accuracy are kept when performing segmentation of
echocardiography images. In the first module a loss function is defined
based on the topology of the segmentation which is used to train the model.
The second module ensures myocardial integrity by considering the con-
nectivity of the heart tissue.

¢ In [30], CT Scans are segmented in order to obtain a 3D model of the small
bowel. This is done by defining a Loss function which is then used to fine-
tune a Deep CNN. For each 2D slice X, a CNN yields a probability image
Y (with values in [0,1]) of the segmentation. By going through the interval
[0,1], a filtration is constructed on which Betti numbers are calculated at
each step, this way a Persistence Diagram is drawn. A loss function (insert
loss functions here) is then used to fine tune a pre-trained U-Net. This loss
function is designed to be at a minimum when the topology of the desired
object is reached (encoded through the persistence diagrams).

Upon reviewing the above papers, the main differences between the research
presented here and the current state of knowledge in the field is two-fold:

1. Most research that involves PH to aid in segmentation of medical images is
done by adding a topological constraint to or modifying the loss function
used to train a deep learning model. This means that not much research
has been performed in combining traditional image processing techniques
with PH, as done in this work.

2. When PH is applied to perform the segmentation without using Deep
Learning, it has not been applied to EM images, mainly being used on
Whole Slide Images. This indicates there is a gap in applying these tech-
niques to an imageset such as the one used here.

18



Chapter 4

Materials and Methods

4.1 Dataset

4.1.1 Cell Preparation and Image Acquisition

The Hela cells were prepared through the process explained in [31]. The full
details of this process are beyond the scope of this thesis.

Once prepared, the cells were embedded in Durcupan resin. The actual image
data were collected using a 3View2XP (Gatan, Pleasanton, CA) attached to a
Sigma VP SEM (Zeiss, Cambridge). Each time an image was taken from above,
the sample was sliced. In total 517 2D slices were captured with a resolution of
10nm and a slice height of 50nm, yielding a final voxel size of 10nm x 10nm X
50nm. The final volume of data is 8-bit, meaning that voxel intensity is in the
range of [0,255].

Finally, Regions of Interest (ROIs) were created by manually selecting the center
of the ROI on the centroid of a cell. The final size of these ROIs are 2000 x 2000
x 300 voxels. 25 different ROIs were created this way, it is on these volumes that
the work presented in this thesis is performed.

The resulting images have a high resolution, making visible the cellular and sub-
cellular structure. However, a there is a trade-off for the high resolution - the
contrast of the images is low and the capture process only yields one channel
(grayscale images). Herein lies the challenge of segmenting EM images. The low
contrast coupled with the high complexity and size of the images means that
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traditional image processing methods generally fail when performing segmenta-
tion. Figure 4.1 shows a representative slice of the original 8000 x 8000 volume
(a) together with a representative slice from four different ROIs (b).

Figure 4.1: (a) A representative slice of the original 8000 x 8000 volume of cells.
(b) A representative slice of each of four different ROIs.

4.1.2 Ground Truth of Benchmark Set

Five slices were chosen to form a benchmark set of images. It is these images that
the algorithms presented in the following chapter will be trained on and tested.
The Ground Truth (GT) of the pixels that correspond to the mitochondria was
not readily-available. Thus, the GT the main author of this document (D.B.-P)
performed the segmentation manually by delineating the perimeter of the mi-
tochondria in each slice. For comparison, one of the supervising researchers
(C.C.R.-A) performed a second segmentation blind to the first. This second seg-
mentation will also be useful when presenting the Inter-Observer Jaccard Index.
Figure 4.2 shows the five slices manually segmented by the researcher.
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Figure 4.2: Mitochondria (yellow) were manually segmented by delineating their
perimeter to create a Ground Truth for the five benchmark images. The Regions
of interest (ROI)’s have been darkened to improve contrast.

4,2 Methods

As mentioned previously, the general objective of the thesis is to develop a seg-
mentation algorithm based on Persistent Homology for the afformentioned HeLa
cell dataset. For this, many previous works were analysed and explained in
Chapter 3. The main contribution of this thesis builds on the work of Qaiser et
al. in [4]. In this section the methodology to build this algorithm is presented.
It is obvious that the algorithm that is built needs to be tested and compared
against the state of the art. The current state of the art is represented by a Deep
Learning model known as MitoNet. The details on MitoNet are also explained
in this section.
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Figure 4.3: A step-by-step overview of the Topological Algorithm used for the
segmentation.

4.2.1 Persistent Homology Algorithm

The work in this section is based on [4]. This algorithm was originally created to
perform segmentation of stained histology Whole Slide Images. Specifically, the
images show colorectal tissue where a tumor is present. The algorithm segments
the part that shows the tumor from the rest of the image. This algorithm was
taken and slightly modified to perform an initial segmentation of the mitochon-
dria in the HeLa dataset. An overview of the algorithm is shown in Figure 4.3.
The algorithm is described in detail following subsections.
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Figure 4.4: (a) Left to right: original example slice of the image volume, his-
togram of the original sample slice, cumulative sum through the bins of the
histogram. (b) Example slice after applying histogram equalization, histogram of
the sample slice after applying histogram equalization, cumulative sum through
the bins of the histogram. Notice that the histogram is more spread out after
applying equalization and the cumulative sum approaches a straight line.

The first step in the Persistent Homology algorithm is to apply Histogram Equal-
ization. Histogram Equalization is a technique employed to improve the global
contrast in images [32]. The basic idea is that, generally, images with low contrast
have a brightness histogram that is concentrated towards a small sub-interval of
the whole possible brightness interval - in 8-bit images this interval is [0,255].
Thus, to increase contrast in an 8-bit image, it is necessary to spread out the
histogram over the whole [0,255] interval.

In order to perform histogram equalization, a transformation is needed of the
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form:

T : [0,255] — [0,255]
T(re) = sk,

where ;. denotes a brightness value in the interval [0,255] for the original image
and s; denotes the resulting value after applying the transformation to obtain
the new image. Let p(r) denote the normalized histogram of the original image
evaluated at a given brightness value r,. This is given by:

— M
p(rk) - MN/

where 7y is the total number of pixels with value 7y in the original image, and
M, N are the dimensions of the image. The transformation T that is applied for
histogram equalization is:

k

s = T(r) = (255) Y p(r)- (4.1)
j=0

Essentially, this transformation simply is the product of the number of bins in
the initial histogram by the cumulative probability function up to the bin to be
transformed (r¢). The transformation makes the cumulative sum through the bins
approximate a straight line, as can be seen in Figure 4.2.1. Figure 4.2.1 (a) shows
the original image and its histogram previous to equalization, while Figure 4.2.1
(b) shows the image after applying the transformation.

It is important to note that the transformation in 4.1 can be expanded to work on
images of a different bit size B by changing replacing the 255 factor to (28 — 1).
For example, for 4-bit images, the transformation would look like

T(r0) = (15) Y_p ().
)

Patch Generation

A single 2D slice of the image is split into patches of small size. This can easily
be done through the patchify package in Python. The slice is split into patches
of side-lengths 30, 40, 50, 60, 75, and 90 pixels with a 30% overlap. The patches
are kept as different sets (one per each side length). The following steps of the
algorithm are performed on these patches.
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Figure 4.5: Left: sample binary images. Right: Simplicial complex obtained from
the corresponding binary image on the left. (a) A white region with a black
hole in the middle will yield a simplicial complex with a similar 1-dimensional
hole in the middle. (b) Two separate white regions yield two different (disjoint)
connected components in the simplicial complex.

Filtration

In order to calculate PH, a filtration must first be built. This concept is explained
in detail in Chapter 2, but briefly remember that a filtration of a topological space
S is a sequence of subspaces Sy such that:

51C5 C..C5 =6

To make a simplicial complex from a binary image, the following procedure
should be followed: place a vertex at each white pixel, an edge between two
neighboring pixels (with 2-connectivity), and a triangular face when three ver-
tices a pairwise connected (see Figure 4.2.1). Let S be the simplicial complex
made by following the above from a completely white image. It is clear that such
a simplicial complex will have no 1-dimensional holes, and be composed of a
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Figure 4.6: From top to bottom, different thresholds are applied to the synthetic
grayscale image on the left, yielding the four different binary images (middle col-
umn). Simplicial complexes (right column) are obtained from the binary images.
It is clear that these simplicial complexes satisfy the condition Sy C Sy 1.

single connected component (i.e 1 = 0,89 = 1). A filtration of S is created by
applying a lower threshold to a single patch for each brightness value ¢ in the
range [0,255|, this way pixels that have a value p < t are made white, they are
made black otherwise. This thresholding procedure yields 256 binary images per
patch.

On each of the binary images, a simplicial complex S; is defined in the same
way as S - a vertex is placed at each white pixel, neighboring white pixels are
connected by an edge and when three vertices are connected, a triangular face
is placed. This way, as the threshold value increases, black pixels transition to
white, creating new vertices, adding new edges, and filling in holes. This ensures
that for each threshold value t, the resulting simplicial complexes S; adhere to
the condition of the filtration S; C S;11 (see Figure 4.6).

Persistent Homology Profiles

Given a filtration S; like the ones described above, let By(t), B1(t) denote the 0-th
and 1st Betti numbers calculated at the t-th step of a filtration S;. Consider the
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following functions:

By : [0,255] — R=" B : [0,255] — R>?
Bo(t) Bi(t)
b o b

where Sy and Sq denote Y55 fo(t) and Yc(o255) B1(f), respectively. These
functions essentially map each t value to a probability distribution given by the
Betti numbers on the filtration in question. Consider a new function R(t) =
Bo/Bi. The image of this function can be thought of as a 255-dimensional vector
where each entry corresponds to a value of t. The functions By(t), By(t), R(t)
are known as a Persistent Homology Profiles (PHPs). The algorithm used in this
project mainly uses R. Figure 4.7 shows a visualization of profile R for a single
patch.

It is important to note that to calculate p and B given a binary image, one must
simply count white connected components and black connected components,
respectively. By is simply the number of connected components in the simplicial
complex, which directly results from the white connected components in the
image. fB1 is the number of 1-dimensional holes in the simplicial complex, which
directly corresponds to the number of black connected components in the binary
image.

The PHPs for patches that contain a part of at least one mitochondrion look visu-
ally different from the PHPs of patches that contain no part of a mitochondrion.
These two classes will be used to train a Machine Learning model as explained
in the following subsections. This can be seen in Figure 4.8

Random Forest

The PHPs can be thought of as features extracted from the patches. There is a
clear reduction in dimensionality - for example, a 40 x 40 patch has 1600 pixels,
while the PHP is simply stored as a vector with 256 entries.

Using the Ground Truth of the Benchmark set, patches containing whole mito-
chondrias were manually created. PHPs were extracted from these patches and
were used to train a Random Forest classifier. The Random Forest classifier has
been previously explained in Chapter 2. It is important to note that while the
patches containing whole mitochondrias may vary in size and shape, their PHPs
will always be a 255 dimensional vector, thus, the input to the model remains
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Figure 4.7: (a) Shows an example grayscale patch of the slice shown in (b). (c)
Shows the Persistent Homology Profile calculated from a patch. Each binary
image shown corresponds to an example threshold value.

constant. The reasoning behind using patches that contain a whole mitochon-
dria is that preliminary tests showed that the PHPs of these patches are much
more distinct from the patches which ontain no mitochondria, and more closely
resemble patches which contain a part of a mitochondria.

Voting

Preliminary results revealed a problem with the algorithm. The shape of the
patches (squares) meant that the segmentation could not capture the complexity
and irregular shape of the mitochondria. In order to capture the curvilinear shape
of mitochondria the final segmentation is done through what can be informally
described as a voting mechanism. Given the possible side-lengths of the patches
that the image is split up into and the overlap, it follows that each pixel could
be found at most in 20 different patches. So each pixel is assigned a confidence
value (or "votes") from 0 - 20. Any pixel with a value above 5 is classified as
being part of a mitochondria. The goal of this process is to reduce the patches
classified as containing a part of a mitochondria down to the individual pixels
that form that mitochondria by finding those pixels that appear more frequently
in patches classified as containing a part of a mitochondria.

28



Palchad 1RAL Corlaen & whale milod haidis
L - == Palcheg thint Contasn sonme part of & mitochondna
Palchat thial Contaen rd paIT of & mtschandria

Balfr

Threshold 'u'iiiue

I T
o Lt S} fraca] S50

Figure 4.8: The Persistent Homology Profiles of patches that contain some part
of at least one mitochondria have a visually different PHP to those patches that
contain no part of a mitochondria. The red lines (mitochondria patches) tend
to have their peak more concentrated towards dark threshold values (left of the
graph). Note that the y axis has been cut off at 175 to make all lines more visible,
as some green PHPs stretch much further above the red and black PHPs.

4.2.2 Image Processing Algorithm

An independent algorithm was developed using traditional Image Processing
methods. This was done to compare results with the Persistent Homology Al-
gorithm. As can be observed in Figure 4.1, the boundary of the mitochondria in
the imageset are darker than the cytoplasm around it. This boundary also forms
a closed curve (around the body of the mitochondria). The algorithm presented
in this section takes advantage of these two facts to perform the segmentation
as explained in the subsections below. It is important to note that mitochondria
segmentation is done on a per-slice basis; this means a 2D slice is processed and
regions are classified as mitochondria or not on the slice.
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Finding Dark Regions

Given a 2D slice of the imageset, the first step in the Image Processing Algorithm
is to find the darkest regions inside the cytoplasm. This is not simply done by
thresholding as the goal is to obtain whole regions that are visibly darker than
their surrounding and thresholding will yield isolated pixels which are of no use.
First, define the following values:

Luclei := average intensity of all pixels belonging to the nuclei

I, := n'™ percentile of the intensity values in the cell

Then, in order to find the darkest regions in the cytoplasm, the following steps
describe the process to obtain the dark regions in the image. Figure 4.9 shows the
step-by-step transformation of the image and highlights the dark regions.

1. Erode the cytoplasm region using a 9 x 9 structuring element (Fig 4.9 (a)).
This is done in order to avoid darker regions caused by the cell membrane.

2. Then, the remaining region is thresholded using I;; i.e. the darkest 1% of
pixels are set to a value of 1, while the rest are set to 0. (Fig 4.9 (b))

3. A morphology operator known in MATLAB® (Mathworks™, USA) as "ma-
jority" is applied to the binary image (Fig 4.9 (c)). This operator resembles
the dilation operator in that small white regions ("salt noise") are elimi-
nated in the process, but it also has the advantage of removing small black
holes inside white regions while smoothing the overall shape of the white
regions. The latter is the reason why this morphology operation is applied.

4. After labelling the remaining white regions, their area is calculated and
only those with area above 100 pixels are kept (Fig 4.9 (d)).

5. Finally, holes are filled (Fig 4.9 (e)) and the resulting binary image is closed
using a 5 x 5 structuring element (Fig 4.9 (f)). The final binary image yields
holeless regions without much intricate boundaries.

The regions segmented in this subsection are the darkest parts found in the cy-
toplasm. These segmented regions are not the mitochondria, but regions darker
than them. Usually, the darkest areas are places where the metallic pigment used
to obtain the images under EM has over-accumulated. These dark regions will
aid in finding the mitochondria as, generally, the regions of over-accumulation
of pigment do not touch the mitochondria.
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Figure 4.9: (a) Remaining cytoplasm region after erosion, and the pixels that
were eroded (red). (b) Binary image after thresholding the cytoplasm region
(darkest 1% pixels inside the cytoplasm). (c) Image after applying the majority
morphological operator. (d) White regions larger than 100 pixels in area. (e)
Binary regions after filling holes. (f) Final image after closing.
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4.2.3 Finding Mitochondria

The dark regions found in the previous subsection will aid when thresholding
for the mitochondria.

Finding Intermediate Regions

First, it must be shown how regions with intermediate intensity are found ac-
cording to a parameter ap:

1. The dark regions are first dilated using a 5 x 5 structuring element.

2. The region inside the cytoplasm is thresholded to include all intensities p
such that:

p <apls+ (1 —ap) Luctei
Figure 4.10 shows the effect of different ap’s.

3. Pixels that are also inside the dilated regions created in Step 1. are dis-
carded.

4. The regions are labeled to calculate their area and, again, regions that have
an area less than or equal to 100 are discarded.

For a given value of ap, after the regions with intermediate brightness are found.
The following procedure is followed to obtain a segmentation of the mitochon-
dria:

1. The intermediate regions are thinned until they are 1-pixel wide (Figure
4.11 (a)).

2. The holes of the binary image created from step 1. are filled (Figure 4.11
(b)). The first two steps together ensure that for the next step, only closed
regions will "survive’.

3. The binary image is opened with a 3 x 3 structuring element (Figure 4.11
(c)). This step eliminates any region that was still 1-pixel wide after step 2.,
that is, all regions that didn’t have a large enough hole to be filled in step
2.

4. Finally, regions with areas smaller than 500 pixels are discarded (Figure
4.11 (d)).
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Figure 4.10: Top row: shows cytoplasm region (grayscale) and the thresholded
pixels (red) overlaid on top for a given value of ap. Bottom row: the binary
images resulting from thresholding for a given ap. (a) and (b) correspond to
ap = 0.35, (c) and (d) correspond to ap = 0.55, (e) and (f) correspond to ap = 0.75.

For a given ap, the above procedure yields a segmentation of the mitochondria.
However, a confidence parameter is used to perform the actual final segmenta-
tion.

Final Segmentation

The confidence parameter is very similar to the voting mechanism described in
Section 4.2.1. The parameter ap takes values in {0.35,0.4,0.45, ...,0.75,0.8}. For
each of these values a segmentation is generated and if a pixel shows up in two
of these segmentations, then it forms part of the final segmentation.
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Figure 4.11: For the segmentation shown in this figure a value of ap = 0.35
was chosen to illustrate the segmentation procedure. (a) Thresholded cytoplasm
region after discarding all regions present in the dilated dark regions and all
regions with area less than 100 pixels. (b) Binary image after thinning until all
regions are 1-pixel wide. (c) Image obtained after filling holes. (d) Image after
opening with 3 x 3 structuring element. (e) Final segmentation obtained after
discarding all regions with areas smaller than 500 pixels.

4.2.4 Hybrid Algorithm

The last algorithm developed in this research is a hybrid of the previous two
(Topological and Image Processing). This algorithm combines both algorithms
developed previously to complement each other’s performance. The algorithm
is described as follows:

1. For a given slice, a segmentation T is obtained with the topological algo-
rithm and a segmentation [ is obtained with the image processing algo-
rithm. Think of T and I as sets of pixels, such that if a pixel coordinate
(x,y) is in any of these two segmentations, it means that the corresponding
algorithm has classified it as being part of a mitochondria.
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2. The intersection N = T N[ is obtained. The final segmentation will be given
by a set H which is initialized as N.

3. Take I’ = I — T (pixels segmented exclusively by the image processing
algorithm). For every region X C I, compare their area against adjacent
regions Y C H. If the area of X is larger than 50% the area of Y, then add
X to the final segmentation H.

4.2.5 MitoNet

MitoNet is a Deep Learning model based on the Panoptic-DeepLab architecture
[33]. The latter model is itself based on a U-Net [22]. The MitoNet model rep-
resents the current state of the art in segmentation of EM image. It has been
specifically trained to perform segmentation of organelles, in particular, mito-
chondria found in cells and is presented here simply because it is the model
against which the previous three are compared in the following chapter, in order
to evaluate their performance.

MitoNet was developed by R. Conrad and K. Narayan in [14]. As mentioned
previously, it takes the architecture of Panoptic-DeepLab but trains the model on
two datasets:

¢ CEM1.5M: contains 1,592,753 unlabeled 2D image patches. It is used to
pre-train the encoder part, fy of the neural network using the methodology
described in [34]. Essentially what is done is as follows: an image X is ran
through two different augmentation steps, yielding images X, and X;. Each
of these images is fed forward through fy. The output of this is two fea-
tures z, and z;, respectively, that lay on the unit sphere. Afterwards, codes
z, and z; are mapped to a set of trainable vectors {c1,cy, ..., cx}, yielding
"codes" g, and g;. Finally, a swapped prediction problem with an appropri-
ate loss function is used to train the weights in fg. The loss function has the
following shape:

L(zq,2p) = U(za,qp) + 1(2p,9a)

The idea is that if the two features z, and z;, manage to capture the same
information in the image, then g, should be able to be predicted from z;,
and vice versa.

¢ CEM-MitoLab: contains 21,860 annotated images. This dataset is used to
fully train the network, after pre-training on CEM1.5M.
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Chapter 5

Results

The general objective of this project as mentioned in Chapter 1 is to develop an
algorithm based on Persistent Homology in combination with traditional image
processing methods to segment the mitochondria found in the HeLa cell image-
set. A more specific objective is to evaluate the performance of this algorithm
in comparison with methodologies that have similar purposes, and the current
state of the art in EM segmentation.

In order to achieve the goal, three segmentation algorithms have been developed,
as presented in Chapter 5. These are a Persistent Homology Algorithm (4.2.1),
an Image Processing Algorithm (4.2.2), and a Hybrid Algorithm (4.2.4). In Chap-
ter 4, the most successful algorithm at the time of writing (MitoNet), was also
presented.

In this Chapter, results of the segmentations of the developed algorithms and
MitoNet are presented visually, by showing the segmented benchmark dataset
and standard metrics are calculated and presented for each of the algorithms so
that they may be compared against each other.

For each segmentation, pixel-wise accuracy, Fj-scores, and Jaccard Index were
calculated. Table 5.1 shows a summary of all the metrics for the four algorithms
described in Chapter 4.
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5.1 Segmentation Results

5.1.1 Persistent Homology Algorithm

In order to train the Persistent Homology algorithm, the five benchmark images
were split using a procedure similar to k-folds. A single image is left out of
the training set, and then the algorithm is trained using the patches containing
complete mitochondria from the remaining four. This is done five times (one for
each image). The segmentation of each image is done by the model trained on
the other four. The final segmentations of all five benchmark images using this
algorithm are shown in Figure 5.1.

The pixel-wise scores are calculated for each of the five segmentations and then
the average is taken. This is shown in Table 5.1.

Figure 5.1: Visualization of the performance by the Persistent Homology algo-
rithm. Top: the segmentations on the benchmark set are shown. The green re-
gions show the pixels classified as being part of a mitochondria. A brighter green
surrounds such regions, these borders do not form part of the segmentation, only
the interior of the green areas. Bottom: green regions show true positives (pixels
that form part of a mitochondria correctly classed as such), red regions show
false positives (pixels classed as mitochondria which are not), blue regions show
false negatives (pixels inside mitochondrias which were not classified as such).
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5.1.2 Image Processing Algorithm

The Image Processing algorithm as described in 4 was applied to the benchmark
images. The visualizations (Figure 5.2) for each image were generated and the av-
erage pixel-wise metrics were also calculated for this algorithm (Table 5.1).

Figure 5.2: Visualization of the performance by the Image Processing algorithm.
Top: the segmentations on the benchmark set are shown. The green regions
show the pixels classified as being part of a mitochondria. A brighter green
surrounds such regions, these borders do not form part of the segmentation,
only the interior of the green areas. Bottom: green regions show true positives
(pixels that form part of a mitochondria correctly classed as such), red regions
show false positives (pixels classed as mitochondria which are not), blue regions
show false negatives (pixels inside mitochondrias which were not classified as
such).

5.1.3 Hybrid Algorithm

The Hybrid Algorithm presented in 4 was applied to the five images. Effectively,
since the inputs of this algorithm are basically the segmentations of the Persistent
Homology and the Image Processing algorithms, no additional training needs to
be done (after training the PH algorithm). After the first two algorithms have
produced a segmentation, these were used to create the visualizations for the
Hybrid algorithm shown in Figure 5.3 and to calculate the average metrics shown
in Table 5.1.
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Figure 5.3: Visualization of the performance by the Hybrid algorithm. Top: the
segmentations on the benchmark set are shown. The green regions show the
pixels classified as being part of a mitochondria. A brighter green surrounds such
regions, these borders do not form part of the segmentation, only the interior of
the green areas. Bottom: green regions show true positives (pixels that form part
of a mitochondria correctly classed as such), red regions show false positives
(pixels classed as mitochondria which are not), blue regions show false negatives
(pixels inside mitochondrias which were not classified as such).

5.1.4 MitoNet

The MitoNet model was applied individually to the 2D benchmark images. Us-
ing these segmentations, the visualizations were generated as shown in Figure
5.4 and the pixel-wise metrics shown in Table 5.1 were also calculated. These
metrics, again, are calculated on each slice and the average over all five are reg-
istered.

5.1.5 Inter-Observer Score

A separate segmentation was performed by hand by one of the supervisors of the
author of this thesis. The same pixel-wise metrics (accuracy, F;-score, and Jaccard
Index) were calculated so that all algorithms could be compared more fairly. The
idea is that if the pixel-level detail in the segmentation varies heavily from human
to human, then it is expected to vary as heavily between algorithms. That is to
say that even a "close-to-perfect” algorithm, will still present high variance when
compared to any human-made ground truth segmentation. The inter-observer
scores are also shown in Table 5.1.
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Figure 5.4: Visualization of the performance by MitoNet. Top: the segmentations
on the benchmark set are shown. The green regions show the pixels classified
as being part of a mitochondria. A brighter green surrounds such regions, these
borders do not form part of the segmentation, only the interior of the green
areas. Bottom: green regions show true positives (pixels that form part of a
mitochondria correctly classed as such), red regions show false positives (pixels
classed as mitochondria which are not), blue regions show false negatives (pixels
inside mitochondrias which were not classified as such).

5.1.6 Comparative Analysis

Table 5.1 summarizes the pixel-wise scores obtained by each algorithm and the
Inter-Observer scores. While accuracy and F;-score are shown, the main focus of
comparison should be done with the Jaccard Index (JI). This score is the standard
for evaluating the performance of segmentation algorithms due to the focus on
the overlap of the predicted regions with the ground truth, the balance it achieves
between false positives and false negatives, and its robustness to class imbalance
- in the present case, this last benefit is important since the mitochondria are
small areas compared to the whole images.

The results shown on Table 5.1 indicate that the overall best performer is def-
initely MitoNet (Jaccard Index = 0.6595). While the Persistent Homology and
Image Processing algorithms have the lowest performance (JI = 0.4109 and JI =
0.4622, respectively). However, when combined, the hybrid algorithm reaches a
JT of 0.5699. The Inter-Observer JI was 0.6961.

The Fj-score of the Persistent Homology annd Image Processing algorithms were
similar (0.5816 and 0.6261, respectively) while the Hybrid algorithm and MitoNet
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obtained higher and similar results (0.7243, 0.7090, respectively).

These results an overview of the capabilities of the proposed algorithms, as well
as the MitoNet model. The next chapter will discuss the implications of these
findings and will provide a much more specific comparison between the mod-
els.

Algorithm Accuracy | Fj-score | Jaccard Index
Persistent Homology | 0.8945 0.5816 0.4109
Image Processing 0.9039 0.6261 0.4622
Hybrid 0.9413 0.7243 0.5699
MitoNet 0.9329 0.7090 0.6595
Inter-Observer 0.8975 0.5815 0.6961

Table 5.1: Average pixel-wise metrics obtained by each algorithm on the bench-
mark set of five images and the Inter-Observer scores are summarized.

Once the segmentations of the mitochondria were made, an investigation into
relationships with the shape of the cell and its nucleus was performed. The
methodology and results of this subsequent research are presented in Chapter
6.

41



Chapter 6

Morphology of HeLa Cells (nuclei
and mitochondria)

As mentioned in the previous chapter, once the segmentations of mitochondria
were obtained, research into their relationship with the shape of the cell and
its nucleus was done. Particularly, relationships between the size and shape of
mitochondria, and the size and shape of the nucleus and cytoplasm were inves-
tigated. This chapter details the methodology behind performing this research
and the results obtained from: it.

6.0.1 Segmentation of Mitochondria

In order to compare the morphologies of mitochondrias with the cells they live
in, the mitochondria must first be segmented. That is where the work shown
in previous chapters comes in. One can think of the previous research as a
selection process for the presented segmentation models. As MitoNet was the
best performer, it was selected to make the final segmentation of all mitochondria
in the entire HeLa imageset.

Once MitoNet yielded a segmentation, no further modification was made. It was
taken as an accurate segmentation of the mitochondria. In total, 12324 mitochon-
dria were segmented from the volume. Figure 6.1 shows samples of the final
segmentation of the mitochondria. It must be highlighted that the mitochondria
inside the cells are not always distributed in the same manner. With the segmen-
tation, four different types of distributions were found. Namely, mitochondria
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inside the cell can be distributed uniformly 6.1 (a), polarised towards the left
and right 6.1 (b), uniformly except for a small region 6.1 (c), and concentrated
towards a single side 6.1 (d). The implications or causes of the differences in
distributions are beyond the scope of this thesis.

(a) (b)

(©) (d)

Figure 6.1: Four segmentations illustrate the different ways mitochondria can be
distributed inside the cell. The green regions represent the segmented mitochon-
dria while the blue region shows the nuclear envelope of the cell. The plasma
membrane is shown in light gray. It can be noticed how mitochondria distribute
in the cells: (a) uniform, (b) polarised towards left and right, (c) uniform except
for a small region, (c) concentrated towards a single side.

6.0.2 Segmentation of Nuclear Invaginations

Invaginations of the nuclear envelope are deformations in the nuclear envelope,
which usually is a smooth continuous shape. These deformations can become
like large canyons on the otherwise ellipsoidal shape of the nucleus. Invagina-
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tions have previously been linked with cancer and can also be used for diagnosis
and prognosis in some cases [35].

The invaginations in the nucleus were segmented slice-by-slice using the follow-
ing steps:

1. First, a slice containing a binary segmentation of the nucleus was filled for
holes, in case the segmentation presented a hole in the given slice. This
yields a binary image called Nj.

2. The image Nj is closed using a rather large structuring element (55 x 55
disk) in order to find any invagination protruding in from the edge of the
nucleus, leaving an image named Nj.

3. By eroding N, with a 9 x 9 square structuring element, the region is made
smaller, yielding Ns.

4. The regions where N3 has pixel values greater than N; (i.e. regions where
N3 is 1 and Nj is 0), are large invaginations not close to the surface.

5. Small noise is removed by using a 2 x 2 disk structural element.

Once all slices are processed by following the above algorithm, all regions below
a volume of 15,000 voxels are discarded. Leaving a final segmentation of the
invaginations as shown in Figure 6.2 taken from [36].

6.0.3 Morphology Metrics

All segmentations obtained as described previously are saved as 2D images and
assembled into 3D volumes. Using MATLAB, metrics about the morphology
of each cell’s nucleus, cytoplasm and their mitochondria were computed. The
following is a list of all the metrics that were calculated for each cell, all in vox-
els:

* Volume of the cytoplasm: computed as the total volume contained within
the plasma membrane minus the total volume of the cell’s nucleus.

¢ Total volume of the invaginations: calculated as the sum of the volumes of
all invaginations found using the procedure in 6.0.2.

¢ Total number of mitochondria: total count of uniquely labeled regions in
the stack of segmentations produced by MitoNet.
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(a) (b)

() (d)
Figure 6.2: The same four Regions of Interest as in Figure 6.1 are shown. The
nuclear invaginations are displayed in red, while the mitochondria, nuclear en-

velope, and plasma membrane are shown in green, blue, and light gray, respec-
tively. Figure taken from [36].

e Total volume of mitochondria: it is the total sum of the volumes of all
uniquely labeled regions produced by MitoNet.

¢ Average volume of mitochondria: given by the ratio of total volume of
mitochondria and the total number of mitochondria.

* Average aspect ratio of mitochondria: the aspect ratio of a single mitochon-
drion is given by the ratio of its major axis and its minor axis. The average
aspect ratio of all mitochondria in a cell is simply the average of all aspect
ratios calculated for each mitochondrion.

The morphological metrics were taken in pairs and a Pearson correlation coef-
ficient [37] was calculated for each pair. The most important findings in these
correlations are the following:
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1. A positive (r = 0.5067) and significant (p = 0.0097) correlation between
the total volume of invaginations and the total volume of mitochondria.
Whilst this could suggest that larger and more complex invaginations were
associated with more mitochondria, the positive correlation may just be an
indication of the size of the cell.

2. A negative (r = —0.4466) and significant (p = 0.0252) correlation between
the number of mitochondria and the average volume of mitochondria was
found. This suggests that the more mitochondria are present in a cell, the
smaller they are. This correlation would not be affected by the size of the
cell.

3. A negative (r = —0.4407) and significant (p = 0.0275) correlation between
the volume of the cytoplasm and the aspect ratio of the mitochondria, sug-
gesting that the larger the cytoplasm, the thinner and more elongated the
mitochondria.
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Chapter 7

Discussion

Recall that the main objective of this study was to develop an algorithm based on
Persistent Homology in combination with traditional image processing methods
to segment the mitochondria found in the HeLa cell imageset and evaluate its
performance. It is with this goal in mind that in the previous chapters, namely
Chapter 4 and Chapter 5, three different models for performing segmentation
of EM images of HeLa Cells were designed and tested for performance. The
MitoNet model was also presented as the state of the art and Inter-Observer
segmentation metrics were also calculated for comparison against the developed
algorithms.

Before continuing it is important to note what the Inter-Observer (IO) scores
showed. The Jaccard Index obtained for the IO segmentations was of 0.6961. It is
a score quite far away from the "perfect” 1. This implies that there is significant
differences between segmentations made even by human researchers. Thus, the
segmentations obtained via automatic algorithms shouldn’t be judged on the
usual 0-1 Jaccard Index scale, and instead be compared against the more lenient
IO score of 0.6961.

With the previous point in mind, the results showed, confidently, that MitoNet is
the best performer when segmenting mitochondria. This is shown by a consid-
erably higher Jaccard Index than the other three algorithms of 0.6595. This score
is remarkably close to the IO score of 0.6961.

The second highest performer is the Hybrid algorithm which combines the Per-
sistent Homology and Image Processing algorithms. With a Jaccard Index of
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0.5699, it is not extremely far away from the one calculated with the IO segmen-
tations. Moreover, the average Fj-score achieved by the Hybrid algorithm was
higher than the one achieved by the MitoNet model. This could be due to the
Fi-score generally putting more weight on the True Positive pixels (mitochon-
dria pixels correctly classified as such) than on False Positive or False Negative
pixels. This means that the Jaccard Index generally penalizes incorrect pixels
more. Given that mitochondria are small areas of the cell, a higher penalization
of falsely predicted pixels yields a lower score.

The previous point means that, while MitoNet might have obtained a higher
Jaccard Index, and this is a more commonly used metric to gauge performance,
the hybrid algorithm is more accurate at predicting True Positive pixels (covering
the whole mitochondria), but ends up over-predicting pixels that are not meant
to be Positive. It is also important to note that the sample size used to gauge the
performance of these segmentations is relatively small as only five images were
used.

A notable point to be taken from Table 5.1 is that the PH and IP algorithms
complement each other well. The Hybrid algorithm achieved considerably higher
scores than either of the previous two on their own.

It must now be acknowledged that the Persistent Homology algorithm required
very minimal training (only four slices were used for each segmentation) and
the Image Processing algorithm uses traditional techniques and thus requires no
machine learning. With the Hybrid algorithm being essentially an extension of
the combination of both these methods, the Hybrid algorithm shows promise
in the computational complexity front when compared to MitoNet. The reader
is reminded that MitoNet required over 1.5 million images for pre-training and
training together. The fact that MitoNet is based on a U-net architecture, also
means that prediction on the images is generally slower than any of the three
algorithms developed in this study.

7.0.1 Future Work

With the previous points having been mentioned, the following are suggestions
to expand upon the research in the future:

1. Improve the Hybrid Algorithm: the most obvious way to continue this
line of research is to improve upon the hybrid algorithm. The facts that
the average Fj-score was higher than MitoNet’s and that its Jaccard is not
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far from the one obtained from the IO segmentations is encouraging to
keep working towards a better way to combine Persistent Homology with
traditional Image Processing techniques.

2. Test on larger image set: as mentioned previously, the models were tested
on a benchmark set of five images. A natural idea to extend the research
is to test on more 2D slices. This would yield a clearer picture on the
performance of each model.

Even though it was not the main goal of the project, the findings obtained in
Chapter 6 must also be discussed. The first result (positive correlation between
total volume of invaginations and total volume of mitochondria) may suggest
that larger invaginations are associated with more (or larger) mitochondria, but,
as mentioned, this correlation may just be an indication of the size of the cell.
With the given sample size, research that accounts for the size of the cell must be
performed in order to discard this possibility. A simple calculation for average
sizes did not yield a significant correlation. This implies that the correlation
between total volumes might not be due to the size of the cell.

The second result (negative correlation between number of mitochondria and
average volume of them) is more interesting. The initial conclusion is that the
more mitochondria are present in a cell, the less space there is for each - thus,
meaning that mitochondria cannot grow as freely and are restricted to stay small.
However, mitochondria can merge between them as time passes [38], so the cells
with more mitochondria may just be younger cells (before they have time enough
to merge).

Finally, the last result is the most interesting to the author of this thesis (negative
correlation between the volume of cytoplasm and aspect ratio of the mitochon-
dria) as this implies a direct correlation between the size of the cytoplasm and
the shape of the mitochondria. The larger the cytoplasm, the more elongated the
mitochondria. Further research accounting for the shape and size of the cell is
needed.

7.0.2 Conclusion

To conclude, the study presented in this thesis aimed to create and evaluate an
image segmentation model based on Persistent Homology and Image Processing
techniques tailored towards segmenting mitochondria from images of HeLa Cells
taken with an Electron Microscope. Three different algorithms were created for
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this task: an algorithm based on Persistent Homology and Machine Learning,
an algorithm using solely well-known Image Processing techniques, and a final
hybrid algorithm which combines the segmentations of the previous two.

Segmentations of five slices of the image set were generated using the previously
mentioned algorithms. Two additional segmentations were created - one by the
MitoNet deep learning model, and another by a separate human researcher. The
former, represents the current state of the art in medical image segmentation, the
latter is used to establish a baseline for comparing all the automatic segmenta-
tions.

The models created in this study (PH, IP, and Hybrid) performed more poorly
than the MitoNet segmentation model according to the average Jaccard Index.
However, the combination of PH and IP using the Hybrid algorithm achieved
significantly better results than the first two algorithms by themselves. This,
combined with the fact that the PH model requires minimal resources to train, is
encouraging to keep working on this topic and advance the project further.

A further investigation using the best-performer, MitoNet into the morphology
of the cells, the nucleus, and the mitochondria yielded interesting results which
also open the door for further research.
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